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ABSTRACT

Translatons of wnknews words, such as techobos|
Lerms, abe one of problema in machine sranslation. To
resalve the problem we have propased a mechad of pre-
dictlon for target words using inductive learning. We
call il method “p method of Prodision Bor “Taeget
words uslng Inductive LearningPT-IL}." 1o our wark,
basic unlts for precdiction ame aubomatically axsranted
from twe paim of ssquences af woeds la souree and tar-
get languaged, Moreover, our syaten gunaratos sarget
words for unknown words by combinlng these uniis,
To ncquire units, a experimental dystern bodle o our
previcus werk used chs oply information of charastier
strings. s system in this current wack uses cha regults
of morphologheal snnlynln that glve acddicionsl informn-
tion about lngoigeic units and parts of spesch, Wa
have dope svaleation experlmantd of unkoowrn com-
pound words,  From the results of tbem, the sate of
effectivenms was about 83.0%. The wses af addltlonal
irformution resulted in o dramutle Imprevement and we
confrmed the effectivenets of cur methad

KEYWORDS

nafural language peocessing, mochineg iranalation, lo-
duceive barning, peediction, unkmown word, target
ward.

1 INTRODUCTION

A billngual dictionasy is essemtial for & machise trans-
lntion syatam. I words, that appear in soils, are oot
regstered [n the avetem's dictionary, the system can-
not tronslate thess unkmowsm wiords, Far the machine
tranadation gyatem, the large distlopary @ nesded; how-
ever, the cost of devalopment and maintenance of the
lacge dictionary 4 veey Rkigh, It 18 ooe of problems
in the coostructiom of a reachine translation sysiem.
Thareforn, dome mitlads foe automatically gonarating
a hilingual dictionacy from a parallel sorpus have beao
projessd (1, 2 3 4, 8] o these studies, thelc sys-
cems mainly use some gratlstical infarmatlon, such as
eoepeurtenes frequencies of Mlingual sxpressions, and
ihe syntems extract bilingual éntried from paradle) cors
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pora.  Their resuits show that high peecision <an be
nchibevad with o veoy large corpas, Howaves, the prob-
bern addressed in this paper, ie., translations of un-
ieawn wardd, cannet be rasalvad by anly the additlons
of extracted antries, New words, for moample tshnics)
werms ancd oama entities, appear in texta and are not
registered in o generated distlonary. Kumane and Hl-
raknwn (6] and Ahrenberg et al. [7] propoded that their
syeiems uss Unguistée Information in addicion to statls
tical information. However, he linguisti mformation
b o b deflned In torms of lngalstle rules iy advasee,
It is impossible to register all low-Feguency exprasions
in & List of Unguistio rulss, Their paper [§] reparted that
the systam could not achieve & high rate of eectlveness
far unknown words,

On the gther hand, a method (8] for translac-
ing =words sich as technical terms has besn proposed.
SBTH (8] tranalntes these words uslng many paird of
words in gowrce and tanget languages, The systam 1o-
uire socraepondencn batwean eemsnta In scuron and
target languagess. However, the coat of preparation for
thesn oortesponclenoss i very high, and the correpan-
dences have o be prepared in sach domain of tTansla-
tion. Moreover, the srstem cannot tranalates words thas
Include vnknown elements,

In enar method, the sysiem can autormotically sc.
quire units for prediedion of tergot werds from learn-
ing data. The learning dats are two pairs of words in
gouree pad corget langusges, Our syeteen dow 2ot T
quirs & large amount of dats for learping and thers s
ne need Lo prepate correspondonoss beveesn elaments
s spures and targed languages, Moreover, dur gyEten
in adaptable Lo each domains of transintion. In our pre-
vious ressarch, the aequired pairs Inclwlbe «fsctihve and
inefestive units for predletion of sarget woeds. Ooe of
rendons for thess extractlons of ineffechlva ualts i ar-
tors in dividing positica whaen units are extracted from
gources of units, Insoma languages, such as Japanose,
senences are non-segmentad and It (6 difficult to be ax-
tencted effective units, Therefors, in this ressarch, units
for prediction are extracted using (nformation shtalned
from results of morphelogleal snalysis in additlen to
charecier strlngn.




In this paper, wo propose a method for the pre
diction of targes words uslng inducilve learning and
consider the efectiveness of information cbtaiped fom
rafults of morphalogical analyais. This current work
bis usad the results of morphological analysis thar give
additional information about linguistic units and parts
of spoech. In section 2, che basio ldes of our method
ls deseribed. An overview of our system Is presented
In #sstlam 3. The procedure and rosulis of evaluailon
expariments on our systam e presemied n seetion 4.
Moreover, the effectivannes of inducthv lernbsg B dis
cussed in section § and the efectiveness of uskng addi.
tiopal Information is considered In sectlon 8. Flaally,
cancluslons are presanted in seclon 7,

2 UNITS FOR PREDICTION
2.1 BASIC IDEA OF PREDICTION

Figure 1: Basic idea for predictlon of targst word

We consider units for prediction as pairs of parts
that comatruct source and barget words, and targot
words can be genarated by combining these units. [o
our baslc {des, If parias of words bave appeaced provi-
eusly as parts of similar words, then they san b trans-
lated similarky, Figure | shows this ides. In this Fgure,
soures word 3 18 construsted fromm parts of soures words
1 and 2, and targat word 3 le constructed from parts of
targel words 1 and 2. Sourct word 3 and tacgos word
3 are geoerabed from & palr of thess parts This ides
for the combinntion of parts & based oi “the compo-
sltionality principle” [8, 9. We tonsider chat target
words can be generated by combining the units for pre-
dietlon, and we call sueh & ualt s Palr of Pieces of
Waords (PPW)."

o our mathod, thes unlie ame acqukred nnd the
targat words are generated by the units using lodue-
tive Jearning. Inductive learsing includes & process by
which rules are scquired from examples and n process
by which cortainties of thees sules are devided. Araki ot
al, [10] developed & sysvem for KensKanjl translation
and reported that their system achieved & high rate of
effectivanosd. Thelr ayitam could adapt to somo pro-
cesming domains with a srmall amount of Jearning data.
Smancicy ot al. (11| proposed & maethod for predictlon
of parges words using inductive learning, and chey con-
firmed the effectiveness of thalr method,

In the previows meshod, units for prediction are
extracted ualng inductive learning and this process is
based on information obinloed from character sarlngs,
The research aims 1o acquire basic units that Include
both Uoguletie asd nonelinguistle units,  Lingulet|e

units are regarded as morpheme, and non-linguistic
unics ipalude charscter stelogs that are shorur than
morpheme and character strings shes are loager 1hen
naerplame. We conalder that effective unles far prodic-
tion pesd to include character strings that canced be
regarded ar linguistic units such as morphese,

2.2 EXTRACTION OF UNMITS FOR
PREDICTION USING INFORMATION
OBTAINED FROM CHARACTER
STRIMGS

In this section, we show examples of PPWs that are ex-
srantad from learning dats [n wes of character strings,
Char systemn extrsctd boch common and different parcs
i source and carget langunges. Figure 2 shows scene
examplis of PPWa, In English, ®electro® 18 a common
part and “chemistry® and “ytic” are diffarent parts.
Tha dtoalie charseler strings express Japabmse phepo-
grars. In Japanese, "R [dentd)” 8 & common part
and “E# (kagaku)® and “FME [ bunkod no)® are dif
ferens parts.

Hewevar, thare are many difficulties of exsmotion
in uses of the coly nformelion abtainsd from results of
morphological pnalysls, for example extraction of PPW
1 and 3, The resssn is that pabes of unlis are hard o
be registerd in genecal bilingual dictionary aod morpho-
Iogiosl rubes, In & bilingual dictlopary that las 50,000
headwords, PPW § and 3 are oot registered. We conp-
sider that they can ba effective units for predsotion pro-
casg,

Spurce padr 1 (ebeetrochemnlatey, mEiLe
{ dheraka )
Somrce pair 2 {elecurolytie, | HND )
[dendi bunkad ne)
)
PPWI1  [elecorofdl,  #2a1)

{
PPWE  (chemistry, ]

PFW3 (yrie, ﬁﬁm]}
{ bunkai mo)

Figure 31 Exumples of PPWa extracted by uwing inkac-
maticn cbtalned from character strings

In a PPW, the mack “81" means a varisble. The
positions of variabled are equal to the pasithons of dU-
ferent parid in the lesrning sources, The svetem sub-
Buituies & unit for the variable and genecstes & Dew
charaster string,

2.3 EXTRACTION OF UNITS FOR
PREDICTION USIMG INFORMATION
OBTAINED FROM MORPHOLOGICAL
ANALYSIS

[n Englizh, characear strings can be divided inte lingais-

tiz units by apaces of hyphens, and the divided units

ars words of ffixes, On che other hand, in Jupanme,
charscter ssrings are bon-segrueated. ln this work, our




syatem extracss PPWs fom [earning desa in wsese of re-
sults of merphologleal analyals, A proces of extraction
uses two types of informaticn obtained fom morphos
wgical analyala, Ora of tham |8 sequences of Unguistic
units and the other is sequences of pares of speech.

Source | {electron gas, L et B
[ denat debal
Linguistly unlts  elecirom | gas g B0
i_dmm qu}
Sy 2 (alectron gun,
.;dmu m
Linguaistic units  elecwron || gan BF &
(damatd [ fa)
+
PP L lalectres @1, W4l
({ densha)
FEW 2 {£as, nik)
{ bia]
PPW 3 {gum, )
[fa ]

Figuare 3; Exampies of FPWs extencted by uking infor-
matlcan abtained from Lngudstle ankts

Figure 3 shown aome exnmplen of PPWs that ae
extracted by Goguistic units. In this proces, aor sys-
Leas nxtencts o cosmman part and differdsl parts aecosd-
ing 19 seguencs of linguistic vnits. In English, “alec-
gro@” B o0 ooananon part and “gas” ancd “gun” Ao
different parts. Lo Japanese, "BT (denshil s com-
mon part and WK (ke and “BY (g )7 are differ
ot paces, [n & onse of exteaction in she ooly uses of
character strings, the extracted PP'Ws can be (section
g1, TG (donshi]), (ae, MK (kitai)) and (an, ¥ (76
il. They do mot have effective correspondence betwesn
pouren and target langusges and are oot affgctive units
in predictlon.

Fhipuee 4 showa maime axamples of PPWs, that are
extracted by using parts of speech, 1o this process, our
Ayaters extractis & common part snd diferent parts ac-
cording to sequences of parta of spesch. 1n Engiish,
MY (which means “noun”} @ common and elec-
tron" becomes & common part,  “Secondary” and
“trapped” becoms different parts, 1o Japanesa, *5 8
=" w comenon and BT (denahid]”! becomes & com-
moa part. = (ni 5" and ‘PR (hosoku)* become
differens pagts according to character atrings. [n this
exnmple, *Z {nd)® and *I% (h)' are deparated by wlng
informnticn obtaired from parcts of speech. Howewver, In
air mathod, they are regarided a8 con unbt. The reasen
for this is that shey npe extracted as ooe differsny part
from learning data.

3 EXPERIMENTAL SYSTEM

Figare & shows the outline of gur experimental system,
This nysiem waes two dictiooarien: & PPW dlotlonary
und an English-Japaness dictionary, The system ex-
poutes three processes: a prediption process, learning
process, and feedback process. 1S erromeous resulta are

Bauren 1 [mcondary alevtoos, =REF)
{rel 0 damaki!
Lingalstic units  gecomdary || alecmon _-Hkli
Paria of spesch JA NN *Hv&i L“ !ﬂ
{ h&: & M.—
Adfeative, Naia) | G Bl
3 ¢ it mmﬁﬁ 5'~'=:-ou
parce 3 t electron,
ks hesadu denshi)
Linguistic unila  trapped | elecinm ll | "®F
WE R
Pasts of apeach VAN, NN AN E AR -8
4 { Verb-past- {Noun-saken, Nouz}
Jrartlaipie, Nowi)]
+
FPW 1 (@1 aleciron, @l 859
{ damahd)
PPW 2 [secondary, =%
{nl"-l]
PPW 3 [(trepped, i)
[hoaak]

Figure 4: Examples of PPWs extracted by using infor-
mitban obtadnod from sequenem of parta of apeach

Figare 5 Experimental syitam

genecated, the pesolis hawe to be proofread by the user.
lo thils ssudy, our system wis uséd (o transiste English
into Japanese.

When the usnr gives the system an Boglish word,
the sysam first attempts to translats the word using
PPWs in the PPW dictionanys. If the systom cannat
geoerste the target word, it will attempt 1o acqulr oew
FPWs from selected learning data in the bilingual dic-
tionary, Tho process of selectlon of thess lsarning dats
bas described elsewhers [11], The system then tries
to gensrate tho tangel worel uning the pewly scquired
PPWs If the system generates aos result of some Te-
sults, it denides the priority crder for them with the
rumerical values of the PPWs used. The sumerleal
values Lo which the system rafars to are aa follows:

Alr Number of appearapess (n the experimental dats
A Muwmber of appearances (o the prediction results

=23l -
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withmat PPW dic 4 4.0 | 6 .0 1]
Table 4 Correst, efiective and errapeous renalts
BOTTeE | ¢ afnELive | 7A HEFEAIBa LN W i
with DEWy dic, B LT
without PPW dic. | & 35 |18 5.0 & 315 34
al resngles

Tabie fi Nambsers of inprovemnsnt in

affeciive meaults
fulled resulis

—  popescl ar affsctiwe reiulia

Ad: Number of appearances 1o the correct predictlon
raulii

Adr Kumber of appasrances in the emonepus predics
vion results

The wynwemn evalustes them in ssquonce, deter-
mines the prierity order samong the results of prediction
and meamings the mumerical mymbars separataly, As for
Al, AZ, and A, the sysem Judges & result with large
numbar a2 & more cartadn resakt. As for Ad, the systam
Judges & result with smaller namber as & more certaln
result.

s the prooess of learning, the svetem extracts
PPWs and adds them to the PPW dictionary. The
procoss of exiraction wing each type of Informatlon is
enesied wparately.

Finally, the system perfocme a feedback process.
In this process, oumerieal values of Al aod A2 increnss
by 1. f the symtem can predict the correst pesult, a
pwmerical value of AS lncrenses by L. [n other sases, &
romerical value of A4 increases by 1. This process aims
o lnpreve the capabilicy of the procea of predictian,

4 EVALUATION E:'LPEFLII'-'EE«N'I
4.l PROCEDURE

We parformed an evaluntion experiment asing our sye-
tom, We call this eeperlment the Srs eeperiment. This
sectlon describos tha procedurs of this expecimant, One
hondeed English sompeund words were used ln the -
porlmant, They inchuded the names of research groups,
felds of research and so an  The Eaglsk-Japansss
dictionary used in our syscam was “pens” 12, We
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also referred to the doomment of words in English and
Jupairsmn [13] and sxtractod some PPWa 1has wore al-
flwes and thelr carget words, The tosl numbser of unics
in tho indtial dictionary was 102,507, We wed two
1iils far morphobopgbonl analyals (o this eccperiment. The
il far English ls “Brill Tagger” |14] and the too for
Jupanese i *Chosen'' (18],

Thae results of prediction were classified ints two
groups: one groap of renults that aan be gusarated by
ihle ayatem and snether group of resalts Shat canmat

b penorased, The romalts in the first group ore toremed
gupcesded reswlus, snd che resules in the second group
are termed falled results, Moreover, the succeeded re
sulis ware divided lnto three groups. [n the Gt group,
the results were equal to the target words that fited
o the conteort of the fald and ware panked wlihis the
10ch place among the mecoeeded resulis in the predic-
ticn. The remalo n chid group were called correct e
swlea, The pesalis In the second group were terget woods
that ware pot complataly aqial to the correct remilts,
bt thae cowld b pezarded as target words. The resulis
in the gecond group were called effaciive results, The
other group contained succesded results that did met
et the criteris for the Aree and second gronp. Thess
pisalta wera cnlled arvoneous toaults,

4.2 RESULTS

Takds L ahows the mumbsers and rates of suecesded and
falled reaits; and Table ¥ shows tha numbers and raies
of correct, elfective and erronecus results,

Tha rate of wrreat and affectlve remilts in suc-
oeaded pealte 18 A3.0% and we conflrmed the afective
ness of our method,
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431 CONSIDERATION FOR CORRECT ¢ ﬁ?::fﬂ] e
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A unbncen sanpours] woed (o || Sd kamkyd o
“sysiem contral |aboratory™ Sourcn 2 {adrharoe m'r mﬂﬂ;lm:
BLL W == THE)
FFW 1 [switam, EEL Y [l rEed kendged ahitas)
| Sarsuemn] Linguistic unit airboene | laser ¥ labaragory,
FPW 32 | @1 conteal, ml ML jl=¥F= W | &
{mgﬂ:l e || rihed || leemiyd ||
FPW 3 (@l lsboratory, 91 W% &) 4
{Renkyd ahitsu) PPW (0l Saborasory, 0 MR
4 PPWI  (appled slectcic ““i"i‘"ﬁ'{“”
Flesults FLaP L MW W N nd ety S Phmcsri W
| shasutamu selyyo kendyi afdtse) PP [airborne Lases, W EL——
{lei || eithed

Flgure 6: An example of & correct reault

Source 1 [advanced contzal, et )
[
Linguistic unlc advasced || sonteod, ['Hﬂ' L
(wankd || sepypo}
Boiiros {Bwlomarse expopara HEM ;ﬂ‘f
ponkral.
& heka |
Linpuistic unit  sutomatic | expesure | L1I'L!dlll Iﬂw
SHaled, Huw
[ fideu || ok ||
seigya)
4
PPW L (DL ecmrel, @l mlr]]
PPW 2 {advanced, fiﬂ H
PPW 3 |sutomatés *.H |
Phiea (i hika }
Flure 7: An avtraction of FPWs
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Figurs & Extraction of PFWs

Figure § shows an example of & correct result,
PPW 1 is regissered in the English-Japanese dictionary.
PPW 7 Is exeracted by Information obtalued frem He-
guistic umits. Source pairs are “advanced contral, %77
BUBY (HR4T || WIR) (senkd seigyo)” and “sutomabic e
posare control, HRVRITEE (AR | BT | W) ds
hikd apigpel™, Flgure T shows a procoss of extraction of
PPWZ, PPW 2 s & common pair of parts in sowree asd
target wopds, Moreower, FFW 3 & motracted wming io-
farmathon obtalned from lngukstic wnita, Source pales
are “applied electric powar | T RS
(% | M | W98 || ) [ denryodku oy denkyd sata)"
and “alrborne laser laboratory, Mt - 4 — PSR
B || == | B W (Rt et henkyd afviteu)”. Pig-
ure 3 shows o process of extractlon of PPW3, PPW 3 is
850 & common palr of parts (o source and target woeds.

— 23—




4.32 CONSIDERATION FOR
ERRONEDOUS HESULTS

In this section, we discust reasons for the ermoe
neous pasulls of prediction. Owe of rensens for erre-
neouws resdts &5 eroors of ranking results of prediction.,
In these erronsous results, there wero effective PPWe
iy the processes in PPW dictiopary, Our axpesimental
system oould gonacate o cesult chat was equal to the
eargot word, however, the gvstem oould now rank che
result within the 10th place. To decide & pricrity ordes
mpeag results of predistien, the system evalonres some
mumerizal values thas are described in zecthon 3. Small
rumbars of vans of FPWs rosulted In thess esroneois
cealts. In & predleclon of word “optical eoginesding
laboratary™, our ayatem cas gemorate a resuli thal »
equal ta the target ward, However, the mnk of it
the Lith place and the result was judged as 0 ermooems
result. We sonsider chat more sources of Jesrning and
using them can imprave the performance.

Ancther reason for erronoous redulus b che uses
of PP'Ws that heve Ingffective correspondencs batoean
sourcs and targot languages, 1o thoss casem of prodic-
ticns, thers were pot effective PPWs io PPW dictio-
pary. An example of the erroneous results of & word
Fobyelo englnesring” Is VER B T8 (md m bdgaky)®
and the target word s “EEITE (peird bopaku)”, The
arconecas rosulta weo gonacated by using (physi@l, @1
B im0, £5 (mg ) and (81 enginesring, 1 T3
{kdpaku) ), To decroasn the oumbar of wes of theso io-
effective PP'Ws, we conslder that our syscem neads con-
strainis, such as combination rukes for PPWe, Motsover
owr gystem uslng Inductive beaming nesds & mew pro-
cess that can acguire more number of efective PPWa
Fram thess small mumbsr of sourcss of learakng,

5 EVALUATION FOR INDUCTIVE
LEARNING

5.1 PROCEDURE

To consider the effectiveness of PPWs acquired by in-
dusilve lenrning, we devaloped an expecimestal system
that did not hawve PPW dictionary apd performed an-
othier exporiment oo thls evecem. We call this exparl-
menk the second experiment, The procedure and daca
warn the snoo as that used in the Bt experiment, thot
are deseribed in subsestion 4.1,

532 RESULTS AND CONSIDERATION

Tabde 3 and Table 4 show oumbers andrates in the
expierlments, From she resuls, pembars of coreeat and
efective results incresse by the wse of PPW dicticoary.
Table & ahews Lha improvamens of sxperimontal realts,

T the other side, the mumber of results of be
cofning »orse b 3. One of reasses is errom of rank-
ing among produwced results. The mumber of acquired
FFWs is 304 and they lnclude efectlve PPWA fic pre
dictbon. Howevar, some of tham do not s the process
af prediction, Therefore, the small pumber of wses of
ibie PPWy reaultod ln the erconsous peaulta, Anather
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roason |8 uses of PPWa that have inefective correspon-
denses batwien pulre of chassetar strings in souree and
targel mopvapss. To impoovs thess ecroneoas resulis,
wa capalder Lhat our svatem neads constralnes ths ars
deseribed in subsestion 4.3.2,

6 EVALUATION FOR USES OF
ADDITIONAL INFORMATION

6.1 PROCEDURE

W parformed exparimentd wider saven different mondi
tions of exvractbon of PPWa. We call this experiment
the third expeslmant. The purposs of the third axpers
Imemnt s that we duenss the pesformance of each ad-
ditienal Infermation, The nformatlon sources for the
extraction of PPWs nre a5 follows:

(L)Cherecter stzings, lnguistic unlts and parts of
spesch (= the first axperiment)

{2)Character strings (= the previous wark [11]]
3iLlingulstie anlts
(43 Paris of spesch

[81Churacter strlogs and lngalasle wnits
(BT harsoter strings and pacts of spesch
{T)Linguistle units and parts of speech

The prececure awd deta ame the same as Chat wsed
in the fess axperlmant, that are describod in aubsastion
4.1.

.2 RESULTS AND CONSIDERATION

Table 6 shows oumbers and rates of succesded and
failed results, and Table T shows mumbess and rates
of corTect, effective and erronesus results,

The uses of information (7], shat are linguistle
units and parts of speech, meeulted in the highest race
af corroct results, 34.0%. Howover, numbars of pro-
duced and corvest results were much less than the cees
of using the informacion (1], that aro shown o Tabke
7. A comparisen of them shows that the sysiem based
oty aufr mathod could parform mest effectivaly by using
information sbtained from character strings, linguistie
upits and pasts of spesch;

Table T imdicates shat the smallest mumbar of sor-
rect and effective results in uses of condition (4}, that
I8, in the only wses of parts of speoch. The reason of
this i that, in Japaness target words, ihe similarity of
saqjuances of parts of speech are vary high. Tl moat of
appearing sequences b “Moum Noun." In owr method,
the system has extracted a commen and difecent pasts
from Jewrning dats, Therefore, the system cowld hardly
extrast any units for prediction and the nambes of ac-
qubred PPWa waa vory amall,



T CONCLUSIONS

This paper has proposed she mathod of pradistion of
tasget words using mductive learniog, [n this sudy,
wa have dora three experlmencs, In che fest experl-
mant, our sysiem heve tried 1o translate one hundred
unksown werds 1o Engllah sto thelr target weedd in
Jepansse. Tha rate of cormect and effective results s
about B1O%, Moreovar, to conslder the affectivanma of
PPWe acguiced by inductive lbarning, we have dope tha
pecapd expariment on the anotlar avelem thal did nat
bave PPW diztionnry, The total number of diffsrences
between them is 24. At last, to compare the perfor-
mancs of sach added informaclon, we have done the
whird eoparimens, We conkd see chat the system in uses
of charactes atelngs, llngulstls unies and parts of sposch
has parformerd the most effsctivaly. From thess sesults,
we bave mnbrmed she offectivencn of our methad.

In the mear fucwee, we try o develop mome poac-
theal Eystem uslng Indwctive learoing In oatucal lao-
pungs procealng. Theealors, we are golng to conslder a
machod that integradte rules prepared in advanced with
tubes aoqubred by [nduetive leendng,
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